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ABSTRACT 
Personalized privacy assistants (PPAs) communicate privacy-related 
decisions of their users to Internet of Things (IoT) devices. There 
are different ways to implement PPAs by varying the degree of 
autonomy or decision model. This paper investigates user percep-
tions of PPA autonomy models and privacy profiles – archetypes of 
individual privacy needs – as a basis for PPA decisions in private 
environments (e.g., a friend’s home). We first explore how privacy 
profiles can be assigned to users and propose an assignment method. 
Next, we investigate user perceptions in 18 usage scenarios with 
varying contexts, data types and number of decisions in a study 
with 1126 participants. We found considerable differences between 
the profiles in settings with few decisions. If the number of de-
cisions gets high (> 1/h), participants exclusively preferred fully 
autonomous PPAs. Finally, we discuss implications and recommen-
dations for designing scalable PPAs that serve as privacy interfaces 
for future IoT devices. 

CCS CONCEPTS 
• Security and privacy → Privacy protections; • Human-centered 
computing → Empirical studies in HCI . 
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1 INTRODUCTION 
With the increasing spread of IoT devices in private households [66], 
we no longer only encounter such devices in our own homes, but 
also in all kinds of semi-public contexts such as when visiting 
friends [45, 78] or in rental holiday homes [43, 65, 71]. While we can 
configure the private devices we control according to our personal 
privacy preferences, we have no control over the settings of the 
devices we encounter in the mentioned scenarios. Even worse, we 
have no access to the configuration of such devices and do not 
know what private information they record and process about us. 

The level of desired privacy is highly individual: it varies among 
people and cultures [7]. Hence, individuals need the power to decide 
about data sharing in a world that increasingly “runs” on captured 
data, for example, by having automated processes at home. Yet, IoT 
devices and their data collection capabilities are not standardized 
which poses a challenge to privacy controls. For instance, one smart 
TV might not collect any data while another one has integrated 
cameras and microphones. How can individuals judge that without 
knowing the specific TV model? What about “hidden” IoT devices 
that are seamlessly integrated into a living space? Most devices 
are controlled remotely and it may be challenging to assess their 
current status [13]. To ultimately empower individuals, researchers 
came up with Personalized Privacy Assistants (PPAs) [16] – trusted 
agents that can notify users about IoT devices in their environment, 
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provide them with decision support, or even make a decision on 
behalf of their users [13]. 

In the context of this paper, PPAs are considered assistive soft-
ware that runs on a personal device of the user. All IoT devices 
capturing personal data, send data capturing requests to the users 
through the PPA. Furthermore, a PPA can help its users discover 
IoT devices in foreign places, such as rental holiday homes, ho-
tel rooms, or the flat of a friend. To become trusted agents, PPAs 
need knowledge about their users: they have to know to which 
degree users wish to be involved in the decision and their data-
sharing preferences (e.g., considering the user’s context, such as 
their location). 

Related work has investigated several aspects of PPAs, including 
how they can technically predict or model privacy decisions [3, 
20, 31, 81], how people might be segmented into groups based 
on privacy preferences [17, 34, 41], and how individuals want to 
communicate with a PPA [13]. In this context, a large-scale analysis 
of mobile privacy behavior has shown that privacy profiles might 
be a viable solution to simplify how users grant access to their 
data [41]. 

We integrate the body of knowledge from related work to explore 
autonomous PPAs. First, we investigate privacy profiles as a basis 
for autonomous PPAs with the potential to significantly reduce user 
effort, following a multi-step approach. Privacy profiles summarize 
the privacy needs of users through archetypes. The first research 
question is: 

RQ1: How can privacy profiles be used to create 
autonomous PPAs? 

We use the five well-established privacy profiles from Dupree 
et al. [17] as a basis, to propose a possible extension and a short 
questionnaire for assigning users to a profile. For this, we conducted 
a series of three user studies, totaling N = 417 participants, to 
develop and validate the profile assignment questionnaire and the 
final set of privacy profiles. Then, we investigated different PPA 
autonomy models in 18 scenarios in the main study (N = 1126), 
investigating: 

RQ2: Which PPA decision support types are preferred? 
RQ3: How do users’ wishes for PPA support differ 

based on the context of use? 
To answer these research questions, we conducted an online 

study, introducing three PPA autonomy types, 1) asking users for 
each decision (notification PPA), 2) recommending a decision to 
the user (recommendation PPA), and 3) making a decision for the 
user (fully autonomous PPA), based on Colnago et al.’s work [13]. 
Participants rated the autonomy type preference across 18 usage 
scenarios that differed with regards to a) the location the IoT device 
was located, b) the type of data captured and c) the number of 
decisions that refer to the privacy decisions users have to make. 

We show that individuals’ privacy preferences, i.e., different pri-
vacy profiles, play a more significant role in foreign environments 
where the number of privacy decisions is low. Here, participants 
with profiles that describe high motivations to protect their pri-
vacy preferred notification PPAs. All other privacy profiles either 
preferred recommendations or fully autonomous PPAs. This was 
also true for IoT devices located in foreign households because 
the home and IoT devices in it are typically well-known. However, 

these preferences shift when the number of decisions increases: 
here, all privacy profiles converge to fully autonomous PPAs be-
cause the burden on users is very high. While we investigated PPAs 
for private IoT-equipped environments, our assignment method 
for a privacy profile may also be valuable for other domains where 
clustering users based on privacy needs is useful, such as sharing 
data on social media. 
Contribution Statement. This paper presents a comprehensive 
investigation of PPA autonomy types for IoT devices through large-
scale investigations. Our contribution is threefold: 

(1) We propose a set of privacy profiles based on the work by 
Dupree et al. [17] alongside a possible assignment method 
as a basis for PPA decisions in private IoT-equipped environ-
ments. 

(2) We investigate aspects of PPA autonomy in 18 scenarios 
focused on the own home and the home of a friend. Based 
on the results, we discuss challenges and future research for 
designing and implementing scalable PPAs. 

(3) This work leverages the results of existing PPA studies in 
other domains (cf. [19, 41]) and extends qualitative work on 
decision and autonomy models of PPAs to different scenar-
ios [13] while also considering scalability challenges when 
communicating with IoT devices [47]. 

2 BACKGROUND AND RELATED WORK 
In this section, we first summarize studies that investigated the 
privacy perceptions of IoT devices. Then, we describe research that in-
vestigated personalized privacy assistants. Finally, we detail existing 
privacy profiles. 

2.1 Privacy Perceptions of IoT Devices 
Many researchers investigated privacy attitudes in the scope of IoT 
devices and identified privacy concerns [1, 2, 4, 10–12, 67, 69, 71, 
75, 76, 80]. In summary, related work has shown that users and 
bystanders in IoT environments require assistance in the tasks of 
making, formulating, communicating, and executing their privacy 
decisions. In this work, we propose a concept that serves as a basis 
for a PPA that assists users and bystanders in different tasks related 
to privacy decisions based on their personal preferences. 

Investigations of specific privacy attitudes have produced mixed 
results. On one hand, participants in studies feared that the collected 
data might be misused to plan burglaries or private information 
might be assessed by unwanted third parties [79, 83, 84]. This aspect 
has been confirmed by studies of IoT device owners and further 
participants who were not concerned about the collected data but 
did not trust IoT device providers and wished for transparency [19, 
29, 51, 57, 67]. Yao et al. let participants design privacy-respecting 
IoT interfaces, resulting in designs that increased the transparency 
of data collection and allowed controlling the data collection [77]. 
Users are generally willing to share even privacy-sensitive data with 
service providers if the data cannot be linked to them [35]. On the 
other hand, investigations are showing that users are not concerned 
about potential threats [37, 79]. These mixed results might be related 
to differences in participants’ knowledge, their culture, differences 
regarding the IoT devices they used, and different privacy attitudes. 
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Several studies have focused on special user groups, such as 
bystanders, that neither buy nor control the devices. This could 
be minors or other inhabitants in smart homes [50, 70] or smart 
home visitors [44, 47, 74, 78]. Within this scope, minors might 
feel discomfort, for example, as parents can monitor them [49, 56, 
70]. A co-design study of three scenarios in which the privacy of 
bystanders might be affected revealed that bystanders wish to exert 
control over data collected about them [78]. Yet, there are hurdles 
on the social level [44, 74]. Further investigations of bystander 
privacy in IoT environments concluded that scalability constitutes 
a major challenge for supporting bystander privacy [46, 47]. 

Rental holiday homes, such as AirBnBs, were investigated as a 
special use case. Here, research highlights that users either need 
support in discovering devices [43, 65] or the information should 
be available on the booking website [71]. 

Another stream of research investigated how privacy in the 
presence of IoT devices could be improved. Being aware of poten-
tial consequences motivated participants to configure IoT devices 
matching their privacy needs [25, 33]. Privacy settings interfaces 
and the information provided by them have been investigated in 
this scope, showing that users wish for access to detailed infor-
mation for making a decision [48]. Another possibility to enhance 
privacy is informing users about IoT devices through labels on the 
device packaging before they buy them [20]. 

2.2 Personalized Privacy Assistants (PPA) 
In general, privacy means that users can control the circumstances 
and conditions under which personal information about them is 
collected and processed by a third party [15, 72]. As a result, each 
user individually decides about private data. To do so, users first 
have to evaluate information to make the decision. Then, they 
formulate it to express their intention. Finally, they communicate 
the decision to another person or entity that can realize it. Users 
can be overwhelmed by privacy decisions for several reasons: they 
might be overwhelmed by the information that has to be considered 
for making a decision [13] or by the number of daily decisions [47]. 

Personalized Privacy Assistants (PPAs) are systems that assist 
users in protecting their privacy. Depending on the specific imple-
mentation of the PPA, it can support the users in the different tasks 
of making, formulating, communicating, and realizing privacy de-
cisions. PPAs have been investigated in different domains, such as 
websites [14], online social media [22, 28], or mobile apps [40, 68]. 
In the remainder of this section, we focus on PPAs for IoT devices. 

Colnago et al. describe three possibilities for realizing PPAs: 1) 
notification PPAs inform users about data collection, 2) recommen-
dation PPAs provide decision recommendations, and 3) decision 
PPAs act on behalf of the user [13]. An investigation of these three 
PPA implementations shows that users, in general, prefer PPAs 
with control possibilities, which are considered more important 
than cognitive overload [13]. Specific scenarios were not inves-
tigated. Existing work on PPAs for IoT devices strongly focused 
on public environments. For instance, Pappachan et al. proposed 
a framework for PPAs in smart buildings [53]. Langheinrich de-
scribes a PPA framework, informing users about the data collection 
and providing access to privacy settings [36]. Das et al. developed 
an app that informs users about nearby cameras [16]. Raber et al. 

addressed the data collection problem by smart retail stores, like 
Amazon Go, by building a privacy manager that can help users 
with their privacy settings [55]. Naeini et al. conducted a large-
scale online survey, showing that privacy attitudes are connected 
to environments and data types [19]. People perceived data collec-
tion in public environments as less critical than in private ones. 
Such private environments can be smart homes. He proposes a pri-
vacy settings interface that allows users to configure multiple smart 
assistants [26]. Seymore extended this idea and developed a PPA 
that not only informs users about the data collection of their IoT 
devices but also provides the option to set up a firewall to prevent 
data leakage and provides lessons about network privacy [63]. 

Our work builds upon these existing works. We investigate the 
PPA implementations from Colnago et al. [13] and how users would 
like to adapt them in specific usage contexts. These contexts are 
informed by the results from Naeini et al. [19] including the scal-
ability challenge for PPAs by Marky et al. [47]. Naeini et al. used 
an ML approach for decision-making. In contrast, we investigate 
using a privacy profile as a basis. The different realizations of the 
PPA allow for different user engagement as they support tasks of 
the decision-making and communication process. 

2.3 Privacy Profiles 
We investigate privacy profiles as a basis for PPAs. A privacy pro-
file describes the privacy preferences of a group of users. Those 
preferences are clustered based on privacy attitudes. Liu et al. [41] 
showed that a small number of clusters, that can be used as privacy 
profiles, results from analyzing user behavior on (not) granting 
app permissions. In this paper, we consider the data-capturing re-
quests from IoT devices as similar to permission requests from apps. 
While Liu et al. considered a very narrow context, several broader 
approaches for clustering users into profiles are proposed in the lit-
erature. These vary from a relation to a specific technology, such as 
the IUIPC covering Internet usage [42], to technology-independent 
approaches, such as the concern for information privacy (CFIP) [64], 
representing privacy concerns as numerical values. On the other 
hand, approaches for profile clustering are connected to different 
constructs. For instance, the information-seeking preferences by 
Morton et al. [52] are related to information-seeking. 

An often-cited approach, unrelated to a specific technology, 
stems from Westin, who assigns users based on their privacy con-
cerns into three clusters [34]. Other approaches cluster users with 
a focus on their privacy needs in certain application areas, like 
mobile app permissions [39]. Dupree et al. [17] classify individuals 
according to their privacy knowledge and motivation to protect 
their privacy. This paper is based on the privacy profile from Dupree 
et al. since those are related to technical systems without being 
too specific. Furthermore, prior investigations of Dupree’s privacy 
profiles showed that developers found it helpful to use the profiles 
as a basis to design for certain user types [60]. The five privacy 
profiles from Dupree et al. [17] are as follows1: 

1Note, that the titles of the profiles were proposed by Dupee et al. [17], yet use non-
ideal language as terms like “lazy” might be perceived as overly judgmental. We use 
the titles from Dupree et al. in the related work, method, and analysis parts of this 
paper and propose more neutral and inclusive language in the discussion. 
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Figure 1: In three pre-studies (𝑁 = 417), we investigated privacy profiles and developed an assignment method. In the main 
study (𝑁 = 1126), we investigated choices of implementations for personal privacy assistance in different scenarios. 

(1) Marginally Concerned (low knowledge and motivation): These 
users have little knowledge about privacy protection mech-
anisms and do not fear cyber attacks. Hence, they are not 
motivated to extend their knowledge. 

(2) Struggling Amateur (medium knowledge and motivation): 
These users have knowledge about privacy protection and 
limit the information they share with others. Even if their 
motivation is limited, they prefer to protect their privacy if 
they receive information to do so. 

(3) Lazy Expert (high knowledge, low motivation): Lazy Experts 
have detailed knowledge about privacy protection. However, 
they prefer convenience over privacy. 

(4) Fundamentalist (high knowledge, high motivation): Funda-
mentalists have detailed knowledge, similar to lazy experts. 
Their motivation drives them to help others protect their 
privacy. 

(5) Technician (medium knowledge, high motivation): Techni-
cians are highly motivated and are aware of possible con-
sequences. However, their knowledge is lower compared to 
lazy experts and fundamentalists. 

In contrast to existing work, we investigate how the privacy 
profiles from Dupree et al. can be leveraged as a basis for a PPA. 
Hence, we develop a method for profile assignment and investigate 
preferences in different usage scenarios that are connected to the 
assigned privacy profile. 

3 PERSONALIZED PRIVACY ASSISTANCE 
(PPA) BASED ON PRIVACY PROFILES 

In this section, we detail PPA based on privacy profiles. We propose a 
PPA concept and investigate methods for assigning users to a privacy 
profile. There are several ways of implementing PPAs. Those differ 
regarding the specific tasks PPAs perform for their users, decision-
making strategies, and PPA autonomy. Previous studies have shown 
that users’ privacy attitudes differ from each other [80]. Thus, users 
wish for different types of PPAs. As shown by Colnago et al., users 
generally prefer to be in control when using a PPA [13]. Yet, the 
degree of preferred control might differ among users. We propose 
the following concept for a PPA where the PPA performs tasks for 
the user based on their privacy profile. This profile describes the 
user’s privacy attitude and the tasks the user wishes support for. 

Considering the usage of this PPA, users first have to be assigned 
to a privacy profile during the PPA setup. This assignment is based 
on a short questionnaire, as suggested by Rudolph et al. [60]. Next, 
the user receives a summary of the privacy support by the specific 

privacy profile containing the tasks that the assistant does for the 
user. During usage, the PPA runs on the user’s mobile device as a 
trusted agent. The user can access logs of the PPA tasks anytime and 
update PPA settings. We also consider that the user can overwrite 
properties of a privacy profile. In the next section, we describe the 
iterative development of a questionnaire for assigning users to one 
of the privacy profiles by Dupree et al. [17]. This assignment serves 
as a basis for our PPA but can also be used in other domains. 

3.1 Profile Assignment 
To investigate privacy assistance based on privacy profiles, we 
started with a series of three pre-studies with a total of 417 partici-
pants. During these three pre-studies, we developed a method for 
assigning users to a privacy profile. Above all, this method should 
be time-efficient so that it can be realistically implemented in a PPA. 
Figure 1 provides an overview of our study approach. 

3.1.1 Pre-Study I: Investigation of Dupree Profiles. As a starting 
point for profile assignment, we investigated existing privacy pro-
files from Dupree et al. [17] detailed above in an exploratory study. 

Goal. The goal of our first step was a quantitative investigation of 
the privacy profiles from Dupree et al. [17]. These profiles were 
empirically motivated through qualitative studies and validated by 
experts. Consequently, we investigate how well the profiles fit user 
attitudes. 

Captured Data. The profiles are based on the two dimensions ‘knowl-
edge about privacy protection’ and ‘motivation to protect one’s 
privacy’. We designed two simple items to capture these dimen-
sions. We opted for two items on an ordinal scale to enable a time-
efficient assessment. We asked participants to self-report their levels 
of knowledge and motivation on three levels (low, medium, and 
high). The levels were chosen based on the profile descriptions from 
Dupree et al. [17]. The items were: (1) How would you rate your 
privacy knowledge? and (2) How would you rate your motivation 
to protect your information privacy? 

Participants. We recruited 67 participants via mailing lists. Of those, 
31 identified as female, 35 as male, and one preferred not to specify. 
The sample’s mean age was M=29.27 (SD=11.12). A total of 46 par-
ticipants held a university or college degree or a PhD, 15 completed 
A-levels, three had another school-leaving qualification, and four 
had other qualifications, such as a completed apprenticeship. 

Results & Takeaways. For the evaluation of the study results, we first 
constructed a 3×3 matrix, describing the existing privacy profiles 
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(a) (b) (c) 

Figure 2: (a) Depiction of privacy profiles, our extension is marked in green, (b) distribution of profiles in pre-study I and II, 
and (c) distribution of profiles in pre-study III. 

by Dupree (see also Fig. 2a). There are nine possible combinations 
of knowledge and motivation since each scale has three possible 
values. However, the existing profiles from Dupree et al., cover five 
spots of this matrix. From our 67 participants, 40 could be assigned 
to an existing privacy profile from Dupree (see Figure 2b). Knowl-
edge and motivation of the remaining 27 participants were located 
in the four spots that were not covered by a privacy profile. Two 
reasons can explain these results. Either the profiles by Dupree et 
al. oversimplify privacy attitudes and, hence, do not cover the com-
plete spectrum; or the self-reporting of knowledge and motivation 
is unreliable. We conducted a follow-up study to investigate these 
two aspects in more detail. 

3.1.2 Pre-Study II: Questionnaire and Profile Development. In our 
second pre-study, we investigated alternatives to self-reporting and 
constructs to describe the privacy profiles. 

Goal. The study goal was investigating alternatives to self-reporting 
of knowledge and motivation by identifying constructs suitable 
to describe the privacy profiles in more detail. Pre-study I found 
clusters of privacy attitudes that are not covered by the existing 
profiles. Hence, we investigated to which extent the clusters exist. 

Identifying Scales & Constructs. To build a theoretical foundation 
for targeted investigation of privacy clusters among users, we re-
viewed the literature to identify suitable constructs associated with 
privacy behaviors and attitudes. In cooperation with privacy re-
search experts, the work on privacy indexes by Kumaraguru and 
Cranor [34] was chosen as a starting point for a snowball search. 
To not miss further import work that did not cite Kumaraguru and 
Cranor, we used Google Scholar as search space with the search 
terms Privacy Personas, Privacy Paradox, and Privacy, limited to 
Human-Computer Interaction conferences. Each identified paper 
was read to extract constructs associated with privacy behaviors 
and attitudes. In this step, we also considered constructs that do 
not measure privacy directly but have items connected to it. The 
literature search yielded eleven constructs, provided in Appendix A. 
Some of these theoretical constructs had already been identified 
as useful for forming clusters through prior research, while others 
were subject to exploratory investigation. To not randomly limit 

the validity of our results, we opted to use all eleven constructs in 
addition to the self-formulated “Privacy Motivation and Knowledge” 
construct consisting of the two items from pre-study I in this step. 
Thus, twelve constructs were evaluated overall. 

Participants. We conducted another online study in which we pre-
sented all items to 150 participants recruited via mailing lists. Of 
these, 95 identified as female, 54 as male, and one preferred not 
to specify. The sample’s mean age was M=33.12 (SD=14.2). A total 
of 98 participants held a university degree, 39 completed A-levels, 
seven had other school-leaving qualifications, and six had other 
qualifications, such as a completed apprenticeship. 

Results & Takeaways. We first explored the 3×3 matrix resulting 
from the responses to the privacy knowledge and motivation ques-
tions. The distribution of the participants among the different levels 
of knowledge and motivation was similar to the first study (see 
Fig. 2b). In addition to this matrix, we assessed the responses to the 
questionnaires covering an additional eleven constructs as listed 
in Appendix A. We created graphical plots of the means of the 
responses to the different questionnaires and items for a visual 
inspection. Next, two researchers exploratorily identified items for 
which the mean responses of the participants in different matrix 
cells formed patterns that could be linked to the profile clusters 
by Dupree et al. and the four empty spots. The aim was to select 
items for a meaningful distinction regarding participants’ privacy 
knowledge and motivation. Using this method, we selected nine 
specific items (see Appendix A.2) from the twelve constructs (see 
Appendix A) that can be used to complement the two knowledge 
and motivation questions to distinguish the nine clusters of privacy 
attitudes better. Furthermore, the item content was used to develop 
initial descriptions of the clusters not covered by the Dupree et 
al.’s privacy profiles. Fig. 2a shows the extension together with the 
Dupree profiles. The developed four descriptions are as follows: 

(1) Concerned Layman (low knowledge and medium motivation): 
Their privacy is important to them, and they are motivated 
to protect it. At the same time, they do not have knowledge 
about privacy protection and are not interested in the details 
of how to do so (e.g., they are not interested in reading 
articles about security threats). 
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(2) Motivated Layman (low knowledge and high motivation): 
Users in this profile are highly motivated to protect their 
privacy but do not know how to. Privacy is important to 
them, but they are not always interested in educating them-
selves on this topic. Furthermore, they do not make quick 
decisions. 

(3) Lazy Amateur (medium knowledge and low motivation): 
Lazy Amateurs are not motivated to protect their privacy, 
even though it is important to them and they have some 
knowledge of how to do so. Usually, they make quick de-
cisions but often procrastinate when it comes to making 
important decisions. 

(4) Expert (high knowledge and medium motivation): Privacy is 
important to them, and they have high knowledge but have 
medium motivation to protect it. It is also essential to them 
that they are aware of and knowledgeable about how their 
personal information will be used. 

After completing pre-study II, we had a complete description 
of the privacy attitude clusters and a set of items for the profile 
assignment. Furthermore, through this study, we collected mathe-
matical data in terms of nine profile vectors that describe the nine 
privacy profiles in the Euclidean space. Based on that, we used the 
answers to the nine questionnaire items to assign a profile to a 
participant mathematically. Two essential aspects were missing at 
this point: (1) the assigned profiles might not match reality, and 
(2) the Euclidean space is uniform and does not consider poten-
tial distortions. To (1) check whether the assigned profiles indeed 
match the attitudes of users and (2) collect data to account for the 
distortions mathematically, we conducted pre-study III. 

3.1.3 Pre-Study III: Questionnaire Evaluation. With our third and fi-
nal pre-study we evaluated and validated the developed assignment 
questionnaire. 

Goal. To validate the questionnaire, we (a) assigned participants to 
a profile and let them evaluate the profile fit and (b) collected data 
to improve our assignment method. 

Participants. We recruited a sample of 200 participants from the 
Prolific online platform. Of these, 66 identified as female, 131 as 
male, two as other, and one preferred not to specify. The sample’s 
mean age was M=27.32 (SD=8.92). A total of 114 participants held 
a university degree or Ph.D., 69 completed A-levels, thirteen were 
school students, and four reported other qualifications. 

Study Procedure. First, we asked participants to fill in our profile 
assignment questionnaire (see Appendix A.2). Then, we assigned a 
privacy profile by comparing the answer vector from the partici-
pants to a vector of the privacy profile. We measured the distance 
between the two vectors using cluster analysis with the Euclidean 
distance and presented the closest profile to the participant. Cluster 
analysis is used to group investigated objects in such a way that the 
differences between the objects of a group (in our case the privacy 
profiles) are as small as possible and the differences between the 
clusters are as large as possible [9]. 

Once the profile assignment was completed, participants were 
shown the description of their assigned profile (no profile title). We 
then asked them to rate how well the profile matches their privacy 

preferences on a 5-point Likert scale (1="not at all"; 5="excellent") 
and to explain their choice in a text field. If the rating was 3 or 
lower, we presented the descriptions of all nine privacy profiles 
consecutively and asked them to rate the fit of each profile and to 
choose the profile they thought described them best. 

Results & Takeaways. Overall, participants rated the profile fit with 
3.83 (𝑆𝐷 = 0.88). In total, 60 participants (30%) rated the fit as three 
or lower and thus assigned themselves another profile, which re-
sulted in a final profile fit of 4.19 (𝑆𝐷 = 0.60). Fig. 2c shows the 
distribution of the profiles within our sample. While the distribution 
overall appears to be similar to the other pre-studies, we observed 
differences regarding the profile “concerned layman”. The differ-
ences might be explained through the refined assignment method 
in which participants themselves evaluated the fit with the assigned 
profile. Consequently, participants have been reassigned to another 
profile that better fits their attitudes. 

As stated above, profile assignment by the Euclidean distance 
neglects distortions and correlations in the vector space. For the 
assignment in pre-study III, we used the Euclidean distance because 
we did not have any information about correlations in the data set. 
Using the data collected in pre-study III, we refined our assignment 
method by calculating a covariance matrix. Hence, in the main 
study (see Section 4), we used the Mahalanobis distance. For each 
privacy profile, we calculated the mean vector of the nine profiles 
and the corresponding covariance matrix2 . 

4 MAIN STUDY METHODOLOGY 
To investigate whether the extended privacy profiles can serve as 
a basis for a PPA, we conducted an online study, recruiting N = 
1126 participants from Prolific. Based on the distribution of the 
privacy profiles in our pre-studies, we opted for an online study 
to collect a large sample and enough responses for each profile. 
Before the actual study, we ran a pilot with five experts and another 
one with ten participants to improve the clarity of questions and 
instructions. 

4.1 Survey Procedure 
The procedure of our online survey was as follows. 

4.1.1 Welcome and Consent. First, participants received the con-
sent form and were asked to read and accept it. 

4.1.2 Experience, Understanding of IoT, and Anchoring. In this part, 
we captured the participants’ previous experiences with IoT devices. 
We asked them whether they had already heard about the Internet of 
Things and how. Next, we normalized the participants’ knowledge 
of IoT devices to make sure that all participants shared a common 
baseline. We presented them with a description of the IoT and asked 
which IoT devices they owned. The recruitment platform also offers 
a filtering option to identify Prolific users who are familiar with 
IoT devices. However, previous studies (cf. [44]) showed that this 
function is not reliable which is why, we let participants report 
their experiences. 

2One privacy profile, concerned layman (𝑁 = 4), did not provide enough data, and 
the covariance matrix had no inverse. Therefore, no Mahalanobis distance could be 
calculated in the main study, and we had to drop this profile in the analysis. 
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(a) (b) (c) 

Figure 3: Possible PPA implementations (a) Notification PPA, (b) Recommendation PPA, and (c) Decision PPA. 

4.1.3 Privacy Profile Assignment. In this part of the survey, partici-
pants answered the questionnaire for the assignment of a privacy 
profile. For this, we used the questionnaire from our pre-study. 
After that, we directly proceeded to the next study part without 
showing the profile description without the profile titles to the 
participants. 

4.1.4 PPA Implementation Possibilities General. After the profile 
assignment, we introduced the general concept of a PPA to the 
participants. 

To do so, we built upon the qualitative study by Colnago et al. [13] 
which specifically investigated three different implementations for 
PPAs for IoT in general. Hence, we introduced three types of PPAs to 
the participant: 1) notification PPA, 2) recommendation PPA, and 3) 
decision PPA. We adapted the descriptions from Colnago et al. [13] 
and provided the participants with screenshots of possible PPA 
implementations on a mobile phone to support the understanding 
of the PPA (see Figure 3). After the PPA descriptions, we asked nine 
control questions to check whether the participants understood 
how the PPA functions. Then, we asked the participants to rank 
the three PPAs according to their preferences and to explain their 
ranking in a free-text field. In this part, we first wanted to focus on 
general perceptions of the different PPA implementations before 
introducing different scenarios. 

4.1.5 PPA Implementation Possibilities in Scenarios. In this part, we 
introduced different scenarios of a PPA that varied in three aspects: 

(1) the environment in which the IoT device is located (environ-
ment), 

(2) the captured data (data), and 
(3) the number of data requests (request). 
The factors were chosen through a focus group discussion with 

seven experts in the field of IoT privacy. The experts discussed 
and chose factor variations based on related work and the study 
constraints which were given by the study duration, test economy, 
and evaluability of the results. Table 1 lists all factor variations. The 
number of requests was informed by the scalability aspects from 
[13, 47], and the specific numbers were chosen from [27] to reflect 

a spectrum of the number of notifications a user might receive 
throughout a day. The environments and data types were chosen 
based on the results from previous studies [6, 19, 38, 54]. As a result, 
we investigated two types of environments, three levels of data 
sensitivity, and three levels of privacy decisions. Combining these 
three factors leads to a total of 18 possible combinations of contexts. 
Each participant received all 18 combinations in random order. 

Each scenario was presented to the participant as follows. First, 
they received a description of the scenario in the form (Table 4 in 
Appendix B lists all scenario statements that were presented to the 
participants): 

Imagine you are at [environment] and your own IoT 
devices request access to [data]. This request happens 
[request] a day (this means about [number] times per 
hour). 

Then, we asked the participants to rank the three PPAs and 
whether they would like to allow or deny the data collection in this 
scenario. 

4.1.6 Demographics. Finally, we asked for demographics. 

4.2 Recruitment and Participants 
The sample consisted of 1126 participants residing in different 
countries. For recruitment and reimbursement, we used the online 
platform Prolific. 423 of them identified as female, 690 as male, 
seven as other, and six preferred not to say. The participants were 
between 18 and 68 years old (𝑀𝑒𝑎𝑛 = 26.88, 𝑆𝐷 = 9.12). 40.05% of 
participants were full or part-time employees, 36.69% were students, 
19.44% were unemployed, or retired, and 0.79% preferred not to say. 
The overwhelming majority of 1116 participants reported daily 
Internet usage. The remaining participants stated values between 
4 to 6 times a week and less than once a week. 41.74% (𝑁 = 470) 
participants previously heard of the Internet of Things before the 
study, while 58.26% (𝑁 = 646) have not. 
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Table 1: Overview of the factors that we varied in the investigated scenarios. 
Factors Levels Explanation 

environment at home , at another household  location where data is captured 

data biometric data , consumer behavior data , presence  data that is captured 

request low (5× per day), medium (25× per day), high (100× per day) the number of requests for data capture 

4.3 Ethical Considerations 
All studies reported in this paper were conducted in line with the 
recommendations from the ethics committee at our institution. Be-
fore each study, participants were shown a consent form containing 
information about the study’s goal, its procedure, and the study’s 
data protection policy. Data collection and storage were in line with 
national and regional data protection laws in our country. Further-
more, we provided the participants with contact information from 
the examiners and researchers. The participants were compensated 
based on a $12/hour rate. 

4.4 Methodology Limitations 
In this section, we explain the limitations of our study. The Dupree 
profiles were assigned based on qualitative data [17]. Since our goal 
was to develop an assignment method that could be realistically 
implemented in a PPA, we decided to use a quantitative assignment 
method using a limited number of items. Of course, such a method 
cannot be a substitute for rich qualitative data. However, assigning 
a privacy profile based on qualitative data would not have matched 
the research goal of developing an assignment questionnaire. Fur-
ther, similar to [39], we aimed to group users in the very narrow 
scope of (not) granting access to data requested by IoT devices 
in private environments (at home, a friend’s home, an AirBnB). 
While this can be used to reduce burden from users, it might also 
overly simply the complex nature of privacy decisions, which in-
clude more context than the location, collected data and number of 
requests. Based on our study design, we presented all combinations 
of factors to each participant resulting in 18 conditions. While the 
factors investigated by us form important information for making 
privacy decisions, there are further factors not investigated in our 
study that might have an impact, such as the provider of the IoT de-
vice [82], or the owner of the IoT environment [45]. Consequently, 
more research needs to be done before putting PPAs into action. 

Even though we used a recruitment platform, our sample is dis-
proportionately male and young, with a high percentage of students. 
This leaves open the question of what the distribution of personas 
and preferences for a PPA would have looked like in a balanced 
sample. However, the similarity of distribution within the studies 
indicates that the sample in the main study was not impacted. In our 
studies, self-reported answers to questions were collected. These 
answers may not reflect participants’ preferences in the real world. 
We addressed this by using items from well-established constructs. 
However, future research should verify our results with additional 
data sources. 

5 MAIN STUDY RESULTS 
We collected a data set with 1228 complete records. Then, we 
checked the control items and removed 102 participants who an-
swered at least two of the nine control items incorrectly. We used 

nine items distributed over the entire questionnaire to ensure data 
quality. The first type of item was ensuring participants understood 
the PPA concept correctly by asking them six questions about the 
different PPA implementations. The second set of items were three 
attention checks asking participants to click on a specific answer. 
The final data set consists of 1126 complete responses. Participants 
took an average of 18.12 minutes to complete the survey. 

5.1 Distribution of Privacy Profiles 
We assigned the profile by calculating the vector distances using 
the Mahalanobis distance and the covariance matrix calculated 
from the pre-study III data. Figure 4a provides an overview of the 
distribution of privacy profiles. 

73.89% of profile assignments belong to a privacy profile from 
Dupree et al., while 294 assignments (26.11%) correspond to profiles 
from our extension. The struggling amateur from Dupree et al. was 
the most prominent privacy profile (35.34%, 𝑁 = 398), followed 
by the technician (17.94%, 𝑁 = 202). Another prominent privacy 
profile was the lazy amateur from our extension (17.14%, 𝑁 = 193). 
Fifteen (1.33%) assignments corresponded to the motivated layman. 

5.2 General PPA Preferences 
We asked the participants to rank the three PPA implementations 
based on their preferences and to explain the ranking. Figure 4b 
shows the distribution of the top choice. 

5.2.1 Overall: Independent from Privacy Profiles – Quantitative Re-
sults. Decision PPAs were most frequently placed in the last po-
sition (𝑁 = 648, 57.54%). Recommendation PPAs were most fre-
quently placed in the second position (𝑁 = 516, 45.78%) and slightly 
less often placed in the top one (𝑁 = 465, 41.29%). The notification 
PPA was selected similarly often on the first (𝑁 = 399, 35.43%) and 
second (𝑁 = 394, 34.99%) position. We analyzed this choice with 
a Pearson 𝜒 2-test that revealed significant differences (𝜒 2(2)=57.1, 
p<0.001). For the post-hoc analysis, we calculated pair-wise 𝜒 2-
tests and applied Bonferroni correction (corrected 𝛼 of .016). The 
differences between notification and decision assistants and those 
between recommendation and decision assistants were significant 
(each 𝑝 < .001). 

5.2.2 Overall: Independent from Privacy Profiles – Qualitative Re-
sults. When asked to justify their decisions, participants named 
arguments for and against each PPA implementation. 

Data Analysis: We analyzed the free-text answers using inductive 
qualitative content analysis according to Kuckartz [32]. In this 
analysis approach, the qualitative content is structured through 
coding text entities into thematic categories and related subcate-
gories, letting patterns and categories emerge naturally from the 
data. To ensure adequate reliability, the formation and assignment 
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(a) (b) 
Figure 4: (a) Overview about the distribution of privacy profiles in our sample (𝑁 = 1126), (b) overall preferences of PPA 
implementations. The asterisk * indicates statistically significant differences. 

of categories were discussed with two other researchers in review 
meetings during the evaluation. Data segments were constantly 
compared, and final code allocations were agreed on among the 
researchers. We report our findings by presenting themes and cate-
gories that have emerged from the data. 

Decision PPAs: Participants favoring decision PPAs stated convenience-
related aspects as users must only decide once (𝑁 = 36). It also de-
cides automatically (𝑁 = 45), so users do not have to do anything 
(𝑁 = 23), saving time (𝑁 = 31). P193 said “I think the decision 
assistant software is the best option because I spend the least time 
interacting with it.” 

However, there are also many arguments against decision PPAs. 
Participants want to be informed (𝑁 = 58) about 1) which data is 
collected, 2) which devices are in the room, and 3) which decisions 
are made by the PPA. Participants wanted to make conscious deci-
sions (𝑁 = 211) and maintain control (𝑁 = 43). Another aspect was 
missing trust towards AI (𝑁 = 51). Also, privacy-related aspects 
were mentioned. Participants do not want data about them to be 
collected or processed by the PPA (𝑁 = 34). Sample comments 
against using decision PPAs are P204: “it loses all the idea of privacy 
by taking the choice and control from the user.” or P214: “I really 
don’t want to give up all decision-making process for AI.” 

Notification PPAs: An advantage of notification PPAs is that partici-
pants are informed (𝑁 = 124), e.g., about present IoT devices. At the 
same time, they retain control and can make their own decisions 
(𝑁 = 203):“Because it allows you complete freedom regarding the 
choices you could make.” (P368). 

However, participants noted that notification PPAs offer fewer 
possibilities and information compared to the other PPAs (𝑁 = 59), 
while annoying users with notifications or demanding decisions 
(𝑁 = 75). The support offered by notification PPAs is insufficient 
(𝑁 = 34). On the other hand, it demands more attention and time 
from the user (𝑁 = 48). 

P529 wrote “I reject the Notification Assistant because I would 
need to read very carefully the notification every time I receive it 
to be coherent with my preferences.” while P624 commented “And 
the notification, like I’ve said before, wouldn’t be helpful if you don’t 
know what you’re doing.”. 

Recommendation PPAs: Participants liked the recommendation PPA 
because it makes suggestions based on previous choices or prefer-
ences (𝑁 = 104) while providing full control (𝑁 = 258). This was 
especially helpful for persons who lack knowledge or experience 
in privacy protection (𝑁 = 22). P601 stated “because it informs me 
about the devices and reminds me of my preferences, but still lets me 
choose for myself.” 

Similarly to decision PPAs, participants received it as negative 
that recommendation PPAs might store and process data about users’ 
preferences (𝑁 = 20). Also, some participants worry that the rec-
ommendations might be biased (𝑁 = 14). For some participants, the 
notifications by recommendation PPAs are perceived unnecessarily 
long (𝑁 = 12), e.g., P413: “The recommendation assistant is collecting 
your data of preferences, like the decision assistant software.” or P588: 
“I prefer selecting my preferences myself than using what the device 
thinks I might like.” 

Result Summary: In summary, we can conclude that, over-
all, recommendation PPAs were preferred by the participants 
when the analysis is not linked to the specific privacy profile 
or scenario. Yet, participants also named different reasons for 
(dis)liking all of the presented PPAs. 

5.2.3 Profile-Specific: Dependent from Privacy Profiles – Quantita-
tive Results. In this section, we consider which PPAs are preferred 
based on the assigned privacy profiles. We analyzed each profile 
cluster by a Pearson Pearson 𝜒 2-test. If this test revealed significant 
differences, we proceeded by calculating pairwise 𝜒 2-tests in the 
post-hoc analysis applying Bonferroni correction (corrected signifi-
cance level .016). Considering the Pearson 𝜒 2-tests the differences 
between the PPA choices in the profiles lazy expert and expert were 
not significant, while all others were significant (see Table 2). The 
results of the post-hoc analysis are provided in Fig. 5. 

Overall, the results resemble the choices that were not linked to 
privacy profiles with a tendency to recommendation PPAs. Con-
sidering fundamentalists, recommendation and notification PPAs 
were significantly preferred over decision PPAs. A majority of 
participants in each profile did not prefer decision PPAs. 

5.2.4 Profile-Specific: Dependent from Privacy Profiles – Qualitative 
Results. We analysed the qualitative data as detailed in Sec. 5.2.2. 
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Table 2: Overview of the 𝜒 2-tests conducted on the main study findings to analyse differences in the preferred PPA based on the 
assigned privacy profiles. 

Fundamentalist Technician Motivated Lay-
man 

Lazy Expert Lazy Amateur Marginally Con-
cerned 

Expert Struggeling Ama-
teur 

𝜒 2 8.96 13.2 6.4 5.68 11.0 23.1 2.88 25.4 

df 2 2 2 2 2 3 2 2 

p .011 <.001 .041 .059 0.004 <.001 .236 <.001 

Figure 5: Overview of PPA preferences based on the assigned privacy profile. Asterisks * indicate statistically significant 
differences. 

Fundamentalists Prefer Notifications: Fundamentalists justified pre-
ferring notification PPAs since they offer the best control and do 
not require data from its users. e.g., P1403 wrote “Being an advanced 
user, I prefer to not have my mobile device make any recommenda-
tions or make any decisions which it thinks is best for me. I prefer 
to make the decisions my self and not rely on my device. I chose the 
notification assistant first as I would like to be notified every time I 
enter a room and choose what I prefer; sometimes I allow the voice to 
be recorded and sometimes I would not.” while P257 commented “I 
prefer the notification assistant so that I can choose for each situation 
independently. Is does not matter what my previous choices were, I 
prefer to analyze each of them separately. In this sense, the decision 
assistant software would not be a good option. Also I think this kind 
of software makes people ’lazy’ about their decisions.” 

Low Knowledge Profile Value Recommendations: Participants with 
a profile that represents low knowledge valued the support by 

the recommendation PPAs to make privacy-friendlier decisions 
while offering control:, such as P259: “Ideally, I would like complete 
autonomy when deciding the extent to which data is collected from 
me, however, I am a beginner when it comes to protecting my data. 
Therefore, I believe a Recommendation Assistant would helpful since 
it can suggest options to me while still giving me the final choice.” or 
P236: “My one big worry with the Decision Assistant Software would 
be the effectiveness and how it ranks decisions. I would be worried 
about compromises given to malicious devices or completely new 
devices that perhaps the software does not recognize or is somehow 
taking advantage of the software in some way. I would want a choice 
rather than leaving it up to a software’s "better judgement.” 

Result Summary: Overall decision PPAs were least preferred 
by all profiles. Fundamentalists and technicians would even 
prefer notification PPAs based on privacy preferences as rec-
ommendation PPAs require user data. 
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5.3 PPA Preferences based on Usage Contexts 
In this section, we present the results of the 18 scenarios. To evalu-
ate the PPA choice in these scenarios, we first analyzed our data 
independently from the privacy profile assignment to obtain over-
all results. Then, we analyzed the scenarios based on the assigned 
privacy profiles. 

5.3.1 Overall: Independent from Privacy Profiles. First, we analyzed 
the impact of the scenarios on the choice of PPA implementations 
considering the data, environment, and request levels are inde-
pendent variables. For this, we analyzed our data with a Fried-
man test revealing significant differences for data (𝜒 2(8)=560.48, 
p<.001), environment (𝜒 2(5)=370.85, p<.001), and number of re-
quests (𝜒 2(8)=949.86, p<.001). In the next step, we calculated pair-
wise comparisons and applied Bonferroni correction (see Table 3 in 
Appendix B). All comparisons were significant except for decision 
and recommendation PPAs considering a medium (25) number of 
requests, home, video, audio, biometric data, and consumer behav-
ior. In the remainder of this section, we report the results based on 
the individual factors. 

Request: For a low (5) number of decisions, the participants placed 
all PPA implementations equally often on top of the ranking. In the 
medium level, 49.39% placed decision PPAs on top, while 61.42% 
placed decision PPAs on top in the high level. In cases with high 
requests, decision PPAs were preferred over recommendation PPAs 
(𝑧 = 10.16, 𝑝 < .0001). If the number of requests is low, recom-
mendation PPAs were preferred over notification PPAs (𝑧 = 7, 595, 
𝑝 < .0001). Based on these results, we conclude that the number of 
requests is essential for choosing PPAs. 

Environment: In scenarios with other households, participants gen-
erally preferred recommendation PPAs (45.43%) significantly more 
often than decision PPAs (𝑧 = −3.60 , 𝑝 = .005). 

Data: Considering the captured data, we could not find statistically 
significant differences. 

Data Collection Preferences: In each scenario, we asked participants 
whether they would allow or deny data collection. Over all sce-
narios, 41.31% of data collections were allowed, and 68.69% were 
denied. Considering the collected data, 24.75% allowed the collec-
tion of biometric data, 45.31% allowed the collection of consumer 
behavior, and 45.66% allowed to collect presence data. At home, 
46.54% of data collection was allowed. In contrast, 36.06% of col-
lections in other households were allowed. If data collection was 
requested frequently, participants denied more data collection. The 
low (5) number of requests resulted in 45.66% of allowed collections, 
medium (25) in 41.65%, and high (100) in 36.62%. 

5.3.2 Profile-Specific: Dependent from Privacy Profiles – Implemen-
tation Choice. After analyzing overall preferences, we investigated 
the relations between the privacy profiles and the PPA choices by 
analyzing the rankings. Figure 6 lists the top PPAs choices based 
on privacy profile and scenario. None of the privacy profiles ex-
clusively chose a single PPA implementation over all scenarios. 
The profile marginally concerned (low motivation and knowledge) 
almost exclusively preferred decision PPAs except for scenarios in 
other households with about five requests per day (S10 and S16). 

In the scenarios S2, S3, S8, S9, and S18 all privacy profiles pre-
ferred decisions PPAs. All of these scenarios were at home with 
more than 25 requests per day. The collected data were video, audio, 
and biometric (S1 and S2), and consumer behavior (S8 and S9). For 
all other at-home scenarios, the profiles also preferred decision 
PPAs, except for the profile ‘motivated layman’. Motivated laymen 
tended to favor notification and recommendation PPAs if the num-
ber of requests is low (5) daily. However, the share of the motivated 
layman in our study was quite low (Fig. 4a), and the second and 
third-ranking was almost equally often. 

Experts and fundamentalists (both highly knowledgeable and at 
least medium motivated) preferred notification PPAs if the number 
of requests is low (5) (S1, S4, S7, S10, S13, S16). However, look-
ing at the second-ranking, experts, that are less motivated than 
fundamentalists, also chose decision PPAs for consumer behavior 
data at home (S7). Lazy experts ( high knowledge, low motivation) 
preferred decision PPAs in all scenarios except for those at another 
household with video, audio, and biometric data (S4) and presence 
data (S16). In those scenarios, they prefer recommendation PPAs. 

Result Summary: Overall, the number of requests mostly 
influenced the participants’ choices of PPAs. Considering the 
privacy profiles, if the motivation is higher recommendation 
PPAs are chosen. At the same time, if the knowledge is higher, 
there is a tendency to choose notification PPAs. 

5.3.3 Profile-Specific: Dependent from Privacy Profiles – Data Col-
lection Choice. In each scenario, we asked the participants whether 
they would allow or deny the data collection. Figure 7 provides 
an overview considering whether the majority of users within the 
privacy profile allowed or denied the collection. Figure 8 extends 
this information by depicting the allowance rate. Each privacy pro-
file demonstrated an individual pattern for allowance and denial 
indicating that the profiles differ from each other. 

In the scenarios S1–S6, the collected data was video, audio, and 
biometric. All privacy profiles denied data collection. In these sce-
narios, the allowance rates were generally low. The rates in other 
households were lower compared to the own home. Privacy pro-
files with a high motivation (fundamentalist, technician, motivated 
layman) denied most data collections except for S13, S14, and S16. 
These scenarios share a low (5) number of requests. 

S13 and S14 were allowed by each privacy profile and correspond 
to presence sensor data at home. The profile marginally concerned 
placed the least restrictions on data collection by allowing every-
thing except for S1–S6, S12, and S18. The latter two refer to a high 
(100) number of requests in foreign households. 

Result Summary: For making the decision whether to allow 
or deny a data collection request, the participants mostly con-
sidered the collected data (i.e., biometric, consumer behavior, 
presence). This is followed by the environment since data 
collection at home was more frequently allowed compared to 
other households. Considering the privacy profiles, the dif-
ferences were mainly rooted in the motivation. The fewer 
motivation and knowledge a privacy profile represents, the 
more data collections are allowed. 
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Figure 6: Ranking results grouped by privacy profiles and scenarios. Each profile has an individual pattern. In scenarios with at 
least medium request, decision PPAs were favored. In other scenarios, profiles representing high knowledge and motivation 
tend to prefer notification PPAs. Lower motivation led to the choice of recommendation PPAs. Legend:  at home;  foreign 
household;  video, audio & biometric data;  consumer behavior;  location data; the numbers denote the number of requests 
per day. 
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Figure 7: Decisions of privacy profiles to allow or deny data collections in the usage contexts based on the majority. Each 
privacy profile demonstrated an individual pattern of allowance and denial. Differences are mainly connected to motivation. 
Legend:  at home;  foreign household;  video, audio & biometric data;  consumer behavior;  location data; the 
numbers denote the number of requests per day. 
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Figure 8: Allowance rate of data collections based on the privacy profiles and the usage contexts. Each privacy profile has an 
individual pattern of allowance rates. The allowance rate in S1 to S6 represent the collection of video, audio, and biometric 
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numbers denote the number of requests per day. 
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5.4 Further Factors for Making Privacy 
Decisions 

After presenting all scenarios, we asked participants whether the 
presented information was sufficient to make privacy decisions and 
whether they missed any information. Most participants (65.36%) 
stated that the provided information was sufficient. The remaining 
participants named the following aspects. Some participants (6.5%) 
were interested in information about the purpose of the data col-
lection, who can access the data, who collects the data, where it is 
stored, how long it is stored. Other participants (2.1%) did not miss 
information but asked about the consequences of not reacting to a 
notification. For instance, P735 said "I would have liked to know the 
default action when a notification is not answered. If the notifications 
assistants automatically denied access to ignored requests, they might 
have been more desirable." Others had suggestions regarding PPA 
implementations or provided an answer unrelated to the question. 

6 DISCUSSION 
In this section, we first discuss the results with regard to our main 
research questions to provide recommendations for implementing 
PPAs. Next, we discuss clustering in general. Finally, we conclude 
with guidance for future studies. 

6.1 RQ1: How can privacy profiles be used to 
create autonomous PPAs? 

To answer RQ1, we performed three pre-studies, totaling 417 partic-
ipants. We built upon previous work on privacy profiles by Dupree 
et al. [17] and realized that the profiles do not cover all levels of 
knowledge and motivation. Based on our extension of the Dupree 
personas, we developed a short assignment questionnaire and vali-
dated it in the third pre-study showing that participants in general 
considered the proposed privacy profiles to fit their privacy needs. 
Hence, we conclude that the short questionnaire can serve as a basis 
for assigning a privacy profile. While we specifically considered 
privacy profiles, other options exist for realizing PPA decisions. Ma-
chine learning (ML) approaches in the literature used past decisions 
to predict new ones [19] (unsupervised ML) or segment large data 
sets of decisions into clusters [41] (supervised ML). In this context, 
our work is closest to unsupervised ML. 

The approach based on past decisions requires data from the 
users and might not be predictable enough to affect user trust. While 
decision and recommendation PPAs can have the same drawbacks 
regarding privacy, notification PPAs do not require any knowledge 
about their users to function. Using data from other individuals 
might result in a misclassification of the user. Decision PPAs can 
be more predictable than ML-based approaches depending on the 
decision model. Similar to the misclassification by ML, a wrong 
privacy profile might be assigned. As can be evidenced by the 
information above, there are benefits and drawbacks to using ML 
or privacy profiles. ML might even be part of an approach based 
on profiles. 

6.2 RQ2: Which PPA decision support types are 
preferred? 

Most participants in the main study generally preferred recom-
mendation PPAs informing them about data collection in their 

environments and recommending a decision. Thus, participants 
stay in control and aware of the data collection. These results con-
firm the qualitative study by Colnago et al. [13], who interviewed 
17 participants about PPA implementations. When looking at the 
scenarios in more detail, the choice for a particular PPA is more nu-
anced. Privacy decisions in specific situations can be different from 
overall preferences which confirms results from prior work [3, 19]. 

Privacy profiles representing users with high knowledge about 
privacy protection prefer notification PPAs if their motivation is at 
least medium. Such users would refrain from using recommenda-
tion PPAs because the data needed for giving a recommendation is 
considered privacy-sensitive. Furthermore, these users fear being 
manipulated by the recommended decision. Lazy experts form an 
exception. They are highly knowledgeable, but their motivation 
level is low. Hence, they prefer recommendations instead of notifi-
cation PPAs. Users of all other privacy profiles generally preferred 
the recommendation PPA over the decision PPA especially because 
they want to be in control. For implementing PPA software, these 
results mean users should be kept in control by default. Either the 
behavior (notify, recommend, or decide) could be determined by the 
privacy profile, or users should be able to choose it. If no privacy 
profile is used, recommendation PPAs form a good standard or 
fallback setting that fits many users. Based on that, we formulate 
recommendation R1: 

R1: If no context is provided, notification PPAs should be chosen 
for fundamentalists and experts. For all other profiles, recom-
mendation PPAs should be provided. 

6.3 RQ3: How do users’ wishes for PPA support 
differ based on the context of use? 

When we investigated different scenarios, we found that partici-
pants changed their PPA preferences. The frequency of requests 
impacted users’ decisions the most. We also found different ten-
dencies in the scenarios connected to the level of knowledge and 
motivation represented by the profile. Within this scope, our re-
sults indicate that users’ motivation is more important than their 
knowledge. 

6.3.1 General Observations. Participants primarily considered the 
number of requests when deciding on a PPA. If the number of 
requests per day is medium (25) or high (100), participants opted for 
a decision PPA that can take over work in frequent privacy decisions. 
Hence, users are more likely to trade control for convenience by 
preferring decision PPAs. Consequently, scalability was identified 
as the most important factor in our investigation. 

In the remainder, we discuss the impact of the privacy profiles 
on PPA choice based on the knowledge about privacy protection 
represented by the profiles. For implementing a PPA, this means that 
the number of data collection requests should be kept low to keep 
users in control. Ideally, the number of requests by the device would 
be either minimized or the user should be offered a "remember me" 
function, storing the answer for future decisions. Thus, the user’s 
decision is captured by a notification or recommendation assistant 
but automatically communicated in the future. We suggest: 
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R2: The number of privacy decisions and notifications should be 
as low as possible to keep users in control. 

R3: Users should be offered a "remember me" function for privacy 
decisions that they can activate if they wish. 

6.3.2 Profiles with High Knowledge. Profiles with high knowledge 
and at least medium motivation prefer notification PPAs. These 
PPA implementations demand the highest user involvement. In 
scenarios with at least a medium (25) number of decision requests, 
users of those profiles shifted to decision PPAs as convenience 
became more important. The relation of convenience and privacy 
was investigated by prior work showing that convenience is a major 
factor for sacrificing privacy [19, 82]. However, the sacrifice of 
privacy is not towards the IoT device but towards the PPA software. 
Also, in this scope, lazy experts form an exception based on their 
motivation. They tend to prefer decision PPAs in each scenario and 
shift to recommendation PPAs in other households with few (5) 
decision requests. 

6.3.3 Profiles with Medium Knowledge. Technicians, struggling 
amateurs, and lazy amateurs are profiles with medium knowledge. 
Both amateur profiles (low and medium motivation) generally pre-
ferred recommendation PPAs in scenarios with low (5) requests. At 
home, they even tended to decision PPAs. In contrast to these results, 
technicians with high motivation, tended towards notification PPAs 
in scenarios with few requests. For consumer behavior in other 
households, they prefer to receive a recommendation. Considering 
presence data at home, they opt for notification PPAs. This matches 
with previous work on bystander privacy in which users underesti-
mated the impact of data collection in other households [45]. We 
conclude that the support should be tailored to the location of the 
user offering more control in private environments. This leads to 
our next recommendations: 

R4: The PPAs of users with high privacy knowledge and at least 
medium motivation should be designed as follows: If the users 
can manage the number of requests, the PPAs should not collect 
data (notification PPAs). If the number of requests exceeds the 
manageable level, the PPAs can make decisions for their users 
(decision PPAs). Ideally, users are involved in making the decision 
when to transition from notification to decision PPA. 

R5: The communication and support offered by the PPA should 
be tailored to the user’s location. If the location is their own 
home, users should be given the most control. 

6.3.4 Profiles with Low Knowledge. The last profiles are those with 
low knowledge, namely, marginally concerned and motivated lay-
men. Marginally concerned users almost exclusively chose decision 
PPAs in other households with low (5) requests per day (S10 and 
S16). In contrast, motivated layman differentiated between their 
own homes in which they tended to prefer notification PPAs ex-
cept for access to presence data, and other households in which 
they either want a notification or recommendation if the number 
of requests is medium (25) or low (5). This also support our rec-
ommendation R5. The knowledge of users is crucial in the choice 
of a PPA. While the most support is given by the decision PPA, 
what the PPA does might not be apparent to the user. At the same 
time, notification PPAs might overwhelm the users. We argue that 

recommendation PPAs could be leveraged to educate users about 
privacy decisions and their consequences. Instead of basing the rec-
ommendation on past user decisions, the recommendations could 
be given by data from privacy experts. Based on that, we provide 
the following recommendations: 

R6: Recommendation PPAs can be used to educate users with low 
privacy knowledge about privacy-friendly decisions while keep-
ing them in control. If the users have low motivation, decision 
PPAs should be provided. 

6.4 RQ3: How do decisions for allowing/denying 
data collection differ among different 
privacy profiles? 

Each privacy profile resulted in an individual pattern representing 
the allowance and denial of data collection in IoT scenarios. Similar 
to a study by Naeini et al. [19], participants generally differentiated 
between their private homes and other private households as re-
flected in R5. This differentiation was common among all profiles. 
Furthermore, access to presence data at home was allowed by each 
profile if the number of requests was about 25 per day. Higher 
requests were denied by privacy profiles that represent high moti-
vation. Those were also the profiles that denied most data collection. 
While we found individual patterns, our data has to be seen as an 
approximation because more factors can be considered while mak-
ing privacy decisions. Further, even if the patterns were individual, 
we could observe the common trend to deny the collection of audio, 
video, and biometric data. Here, a more nuanced investigation is re-
quired to draw conclusions, although we can observe a connection 
to motivation. We provide the following recommendation: 

R7: A PPA should be based on a rich set of decision factors, such 
as location, device manufacturer, data type, and so on. Users 
should be able to choose the factors that they want to be informed 
about. 

R8: The own home is considered as more privacy-sensitive com-
pared to other households. Hence, users should be offered the 
highest degree of control at home (no decision PPAs). 

6.5 Clustering versus Individual Solutions 
The general goal of profiles or personas is modeling the needs and 
attitudes of user archetypes that represent a group of users with 
similar needs. This results in a simplification of reality to make 
complex processes manageable. However, the simplification also 
has drawbacks, as it might create stereotypes that overly simplify 
individual differences. As privacy in itself is a highly individual 
concept [15] deeply rooted in an individual’s personal ideals, needs, 
and choices, profiles create tension. This results in the question 
of whether profiling should be used when implementing PPAs. 
Current privacy settings in most software solutions, e.g., browsers 
or smartphones, tend to overwhelm users even if they are guided 
through them in a setup procedure [30]. Because of that, we risk that 
a majority of individuals use one single set of settings, neglecting 
individual needs. Considering this starting point, privacy profiles 
offer more individual solutions even if they represent groups of 
users and are applied to a very narrow scope [39]. Further, profiles 
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Figure 9: Proposed persona titles: Our proposed titles are 
shown in bold letters. The current titles are shown below the 
proposed ones. 

might be a good starting point for users to explore different kinds of 
settings. In sum, while we acknowledge that profiles simplify reality, 
they also bear the potential to create more individual solutions if 
used the right way. 

6.6 Guidance for Future Work 
We discuss guidance for future work in the domains of privacy 
profiles and PPAs. 

6.6.1 Decision Factor Model. As for usage scenarios, we investi-
gated different environments, data types, and number of decision 
requests based on information provided in related work [6, 13, 19, 
27, 38, 47, 54]. Based on our study design, we presented all combina-
tions of factors to each participant resulting in 18 conditions. While 
the factors investigated form important information for making 
privacy decisions, there are further factors not investigated in our 
study that might have an impact, such as the provider of the IoT 
device [82], or the owner of the IoT environment [45]. These factors 
could be investigated in the future to inform a model of privacy 
decision-making for each privacy profile. 

6.6.2 Profile Communication. PPAs based on privacy profiles can 
be realized in two ways. First, the support can be based on the 
mobile device from the user that knows the user’s privacy pro-
file. Second, the user could use privacy profiles more explicitly to 
communicate privacy preferences. This could be done by using a 
control device provided in the environment or even by tangible 
representations of the profile visually placed in specific spots. The 
mobile device does not have to communicate with the IoT device 
and exchange information; the user acts more actively and hence 
has a better knowledge about what is going on. Future work should 
investigate these methods with different user types. 

We acknowledge the work put into developing the first set of 
profiles by Dupree et al. [17]. However, the terminology used in the 
profile titles is overly judgmental about individuals, as we learned 
throughout our research project. We chose to omit the profile titles 
to treat our participants respectfully. This also shows that different 
profile titles are needed in the future to communicate the (extended) 

profiles to users and participants. We propose to use more posi-
tive and inclusive language by renaming the profiles as shown in 
Figure 9. 

6.6.3 Broadening Profile Assignment for Other Domains. We specif-
ically investigated PPAs for private IoT-equipped environments. 
Our proposed assignment method for a privacy profile is not lim-
ited to that domain. Hence, it could be used for different purposes 
that require clustering users based on their privacy needs. Related 
works [59, 60] have already demonstrated that such clustering is 
useful in the scope of the profiles from Dupree et al.. Therefore, 
future work could leverage our assignment questionnaire to use 
the privacy profiles for other domains, such as Internet privacy or 
privacy on mobile devices. 

6.6.4 Notification Hierarchy. In our study, we investigated differ-
ent numbers of decision requests. In our PPA concept, those would 
be represented by notifications on mobile devices. In their daily 
lives, users receive a plethora of different notifications [27, 54]. For 
instance, these can be messages from others, alarms, or system no-
tifications. PPA notifications would form a new group because they 
affect the users’ privacy. Therefore, it forms an important task of 
future studies to investigate the hierarchy of received notifications 
and whether users consider privacy-related notifications as more 
or less important compared to others. 

6.6.5 Control versus Burden. Several works that investigated pri-
vacy aspects of technology have revealed a privacy paradox [24]. 
This is related to the fact that users in general wish to protect their 
privacy. However, when confronted with specific usage contexts, 
they consider other aspects, such as convenience [79], as more 
important. Our work indicates that scalability is of importance in 
the scope of privacy decisions. Thus, future works and implementa-
tions of PPAs should consider the scalability aspects and specifically 
investigate how many decisions users are willing to make on their 
own before delegating decision-making. 

6.6.6 Comparison to Other Approaches. We investigated persona-
based profiles. However, related work demonstrated the develop-
ment of profiles based on machine-learning methods [19, 39, 40] or 
experts. Future work should investigate methods to compare these 
approaches in terms of performance and accuracy but also based 
on human factors, such as adoption and user trust. 

7 CONCLUSION 
In this work, we presented an in-depth investigation of personal-
ized privacy assistance (PPA) in different usage scenarios in private 
households. For this, we conducted four investigations, totaling 
1543 participants. From our studies, we learned that in general, 
PPAs that notify the users about data collection and those who 
recommend a decision whether to allow or deny this collection 
were favored. The reason for that was that users wanted to keep 
control. Users with profiles with high knowledge about privacy 
protection and at least medium motivation would even consider 
the data collected by PPAs to make the recommendation as either 
privacy-invasive or manipulating and thus prefer only to receive 
notifications. In contrast to that, considering the different usage con-
texts, users tended to choose decision PPAs that automatically make 
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and communicate decisions for them of the number of decision re-
quests is at least 25 per day. This shows that convenience is valued 
more than remaining in control of every privacy-related decision. 
Our work serves as a stepping stone for providing personal privacy 
assistance based on privacy profiles; we describe the limitations 
of our approach and detail recommendations for implementing 
PPAs. Finally, while we specifically investigated PPAs in the scope 
of IoT environments, our proposed profile assignment question-
naire might be valuable for other domains since related works have 
demonstrated that the privacy profiles deliver value [59, 60]. 
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A PRE-STUDY MATERIAL 
In this section, we provide materials used within our pre-studies. 

A.1 Evaluated Constructs in the Questionnaire 
Development 

(1) Westin’s Privacy Segmentation Index (WPSI) [34] 
(2) Generalized Decision Making Style (GDMS) [62] 
(3) Rosenberg Self Esteem Scale (RSES) [58] 
(4) Internet Users Information Privacy Concerns (IUIPC) [42] 
(5) Disposition to Trust [23] 
(6) Security Attitudes (SA-6) [21] 
(7) Consumer Alienation [61] 
(8) Domain Specific Risk Taking Skala (DOSPERT) [8] 
(9) Security Behavior Intentions Scale (SeBIS) [18] 
(10) Subjective Data Sensitivity [5] 
(11) Revised Self Disclosure Scale (RSDS) [73] 
(12) Privacy Motivation and Knowledge (self-formulated) 

A.2 Assignment Questionnaire 
The questionnaire for assigning a privacy profile is as follows. The 
origin of the question is given in brackets. 

(1) I am highly motivated to protect my information privacy. 
(Privacy Motivation) 

(2) I know how to protect my information privacy. (Privacy 
Knowledge) 

(3) My own privacy is very important to me. (Privacy Impor-
tance) 

(4) I often am interested in articles about security threats. (Se-
curity Attitudes (SA-6)) 

(5) I’m concerned that online companies are collecting too much 
personal information about me. (IUIPC - Collection) 

(6) It is very important to me that I am aware and knowledgeable 
about how my personal information will be used. (IUIPC 
Awareness) 

(7) I often procrastinate when it comes to making important 
decisions. (GDMS Avoidance) 

(8) I generally make important decisions at the last minute. 
(GDMS) 

(9) I make quick decisions. (GDMS Spontaneous) 
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Table 3: Results of the post hoc tests for preferences of a PPA implementation in the different usage contexts. The adjusted 
significance is based on Bonferroni correction. 

Factor Pair Test Statistic z Sig. Adj. Sig. 

high # requests 
Decision Recommendation 1.172 10.157 0.000 0.000 

Decision Notification 2.761 23.919 0.000 0.000 

Recommendation Notification 1.588 13.762 0.000 0.000 

medium # requests 
Decision Recommendation 0.009 0.077 0.939 1.000 

Decision Notification 1.309 11.342 0.000 0.000 

Recommendation Notification 1.300 11.265 0.000 0.000 

low # requests 
Recommendation Notification 0.877 7.595 0.000 0.000 

Recommendation Decision -1.425 -12.342 0.000 0.000 

Notification Decision -0.548 -4.748 0.000 0.000 

home 

Decision Recommendation 0.120 1.526 0.127 1.000 

Decision Notification 1.095 13.883 0.000 0.000 

Recommendation Notification 0.974 12.356 0.000 0.000 

other household 

Recommendation Decision -0.284 -3.604 0.000 0.005 

Recommendation Notification 0.857 10.875 0.000 0.000 

Decision Notification 0.573 7.271 0.000 0.000 

presence 

Decision Recommendation 0.167 1.447 0.148 1.000 

Decision Notification 1.468 12.719 0.000 0.000 

Recommendation Notification 1.301 11.273 0.000 0.000 

video. audio. biometric 
Recommendation Decision -0.251 -2.174 0.030 1.000 

Recommendation Notification 1.309 11.342 0.000 0.000 

Decision Notification 1.058 9.168 0.000 0.000 

consumer 
Recommendation Decision -0.080 -0.696 0.486 1.000 

Recommendation Notification 1.414 12.250 0.000 0.000 

Decision Notification 1.333 11.553 0.000 0.000 
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Table 4: Statements that describe the scenarios shown to the participants in the main study. 

Usage Context Factor Levels 

1 Imagine you are at home and your own IoT devices request access to video, audio, and biometric data about you 
(e.g., pictures of your face). This request happens five times a day (this means less than once per hour). 

 5 

2 Imagine you are at home and your own IoT devices request access to video, audio, and biometric data about you 
(e.g., pictures of your face). This request happens 25 times a day (this means 1-2 times per hour). 

  25 

3 Imagine you are at home and your own IoT devices request access to video, audio, and biometric data about you 
(e.g., pictures of your face). This request happens 100 times a day (this means 4-7 times per hour). 

  100 

4 Imagine you are in another household with IoT devices. The devices request access to video, audio, and biometric 
data about you (e.g., pictures of your face). This request happens five times a day (this means less than once per 
hour). 

 5 

5 Imagine you are in another household with IoT devices. The devices request access to video, audio, and biometric 
data about you (e.g., pictures of your face). This request happens 25 times a day (this means 1-2 times per hour). 

  25 

6 Imagine you are in another household with IoT devices. The devices request access to video, audio, and biometric 
data about you (e.g., pictures of your face). This request happens 100 times a day (this means 4-7 times per hour). 

  100 

7 Imagine you are at home and your own IoT devices request access to consumer behavior (e.g, whether a product 
has been consumed). This request happens five times a day (this means less than once per hour). 

 5 

8 Imagine you are at home and your own IoT devices request access to consumer behavior (e.g, whether a product 
has been consumed). This request happens 25 times a day (this means 1-2 times per hour). 

  25 

9 Imagine you are at home and your own IoT devices request access to consumer behavior (e.g, whether a product 
has been consumed). This request happens 100 times a day (this means 4-7 times per hour). 

  100 

10 Imagine you are in another household with IoT devices. The devices request access to consumer behavior (e.g, 
whether a product has been consumed). This request happens five times a day (this means less than once per hour). 

 5 

11 Imagine you are in another household with IoT devices. The devices request access to consumer behavior (e.g, 
whether a product has been consumed). This request happens 25 times a day (this means 1-2 times per hour). 

  25 

12 Imagine you are in another household with IoT devices. The devices request access to consumer behavior (e.g, 
whether a product has been consumed). This request happens 100 times a day (this means 4-7 times per hour). 

  100 

13 Imagine you are at home and your own IoT devices request access to data to a generic presence sensor that checks 
whether people are present in a room. This request happens five times a day (this means less than once per hour). 

 5 

14 Imagine you are at home and your own IoT devices request access to a generic presence sensor that checks whether 
people are present in a room. This request happens 25 times a day (this means 1-2 times per hour). 

  25 

15 Imagine you are at home and your own IoT devices request access to a generic presence sensor that checks whether 
people are present in a room. This request happens 100 times a day (this means 4-7 times per hour). 

  100 

16 Imagine you are in another household with IoT devices. The devices request access to a generic presence sensor 
that checks whether people are present in a room. This request happens five times a day (this means less than once 
per hour). 

 5 

17 Imagine you are in another household with IoT devices. The devices request access to a generic presence sensor 
that checks whether people are present in a room. This request happens 25 times a day (this means 1-2 times per 
hour). 

  25 

18 Imagine you are in another household with IoT devices. The devices request access to a generic presence sensor 
that checks whether people are present in a room. This request happens 100 times a day (this means 4-7 times per 
hour). 

  100 
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