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Figure 1: CloudBits provides users with additional information based on the topics of their conversation, proactively retrieved
through zero-query search. The information is visualized as augmented information bits falling from the cloud.

ABSTRACT
The retrieval of additional information from public (e.g., map data)
or private (e.g., e-mail) information sources using personal smart
devices is a common habit in today’s co-located conversations. This
behavior of users imposes challenges in twomain areas: 1) cognitive
focus switching and 2) information sharing.

In this paper, we explore a novel approach for conversation sup-
port through augmented information bits, allowing users to see
and access information right in front of their eyes. To that end, we
investigate the requirements for the design of a user interface to
support conversations through proactive information retrieval in
an exploratory study. Based on the results, we 2) present CloudBits:
A set of visualization and interaction techniques to provide mutual
awareness and enhance coupling in conversations through aug-
mented zero-query search visualization along with its prototype
implementation. Finally, we 3) report the findings of a qualitative
evaluation and conclude with guidelines for the design of user
interfaces for conversation support.
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1 INTRODUCTION
The retrieval of supplementary information using personal devices
such as smartphones is a common habit in today’s co-located con-
versations. However, the interaction with the smart device requires
the user to shift the (visual) attention to the device and, thus, away
from the conversation. This cognitive focus switching between con-
versation and smart device can hamper the flow of the conversation:
Users can lose the connection to the conversation [24] or even favor
the interaction with the smart device over the actual conversation;
a phenomenon known as phubbing [5]. This can decrease mutual
awareness of user’s activities and result in losing coupling. Fur-
thermore, sharing retrieved information with other participants of
the conversation can be cumbersome: Users need to connect their
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device to a public display or pass round the device which imposes
privacy issues [12].

Prior work proposed ambient voice search [25] as a first step
towards supporting conversation scenarios through proactive in-
formation retrieval. Such systems automatically retrieve additional
relevant information through voice recognition and topic extrac-
tion and present it on a shared (large-scale) public display to all
users. This can help to diminish the need for individual information
retrieval and, thus, help to mitigate the challenges as set out above.
However, interaction with the presented information is limited to
touch-based interaction on the public display itself. Furthermore,
such a system cannot provide individual per-user output and, there-
fore, support private information.

We believe that the success of systems for conversation support
through zero-query search greatly depends on the appropriate vi-
sualization and interaction techniques. In contrast to prior systems
that represent supporting information on screens (including mo-
bile phones and public displays), we argue that the representation
of information in the periphery has a great potential to unobtru-
sively support conversation scenarios. Given recent advances in
head-mounted displays (HMDs) and augmented reality, in this pa-
per, we explore a novel approach to visualize and interact with
related public and private information in the user’s periphery to
support conversations. Our system, called CloudBits, leverages
the metaphor of cloud and drops, where retrieved information bits
gracefully fall from the cloud above the users, visualizing the flow
of the conversation (cf. Fig. 1).

In this paper, we 1) contribute the results of an exploratory study
investigating the requirements for the design of a user interface
to support conversations through proactive information retrieval.
Based on the results of the study, we 2) present CloudBits: A set of
visualization and interaction techniques to provide mutual aware-
ness and enhance coupling in conversations through augmented
zero-query search visualization along with its prototype implemen-
tation. Finally, we 3) report the findings of a qualitative evaluation
of CloudBits compared to information retrieval on smartphones
as a well-established practice and conclude with guidelines for the
design of user interfaces for conversation support.

2 RELATEDWORK
The problems emerging from information retrieval in conversation
scenarios, as well as several approaches to overcome these problems,
have been studied in the body of related work. In the following, we
discuss these works with regards to the scope of our work.

2.1 Information Retrieval in Conversations
Many studies investigated on the influence of information retrieval
using mobile devices on the quality of conversations. Su et al. [30]
found that smartphones help to enhance conversations through
additional information but can also cause disruptions to the ad-hoc
and informal nature of conversations. Such devices “force people to
isolate themselves rather than engage in their immediate surround-
ings”. Continuing on this, Porcheron et al. [23] found that, while
additional information retrieval may help to solve open discussions,
the process of information retrieval also causes people to get dis-
tracted from the actual conversation. After the transient focus on

the mobile device, people also showed problems to re-engage with
the discussion. Brown et al. [3] found that information retrieval
can be a vivid part of a conversation and “rather than search be-
ing solely about getting correct information, conversations around
search may be just as important.”

The perseverative interaction with mobile devices can lead to
encapsulation in a mobile bubble, a phenomenon defined as phub-
bing [5]. Focusing on the influence on the quality of conversations,
Przybylski et al. [24] found that the interaction with mobile devices
reduces closeness and trust as well as interpersonal understanding
and empathy between the participants. Regarding family meal situa-
tions, Moser et al. [20] found that “attitudes about mobile phone use
at meals differ depending on the particular phone activity and on
who at the meal is engaged in that activity, children versus adults.”
Continuing on this, Hiniker et al. [11] found that especially children
find “rules that constrain technology use in certain contexts (e.g.,
no phone at the dinner table)” hard to live up to.

Regarding meeting scenarios, Böhmer et al. [2] found that phone
usage interferes with and decreases productivity and collaboration.
Individuals have the feeling that they make productive use of their
smart devices but perceive the usage of others as unrelated.

2.2 Approaches for Conversation Support
Systems

Various approaches have been presented to overcome the presented
problems and to support information retrieval in conversations.

Lundgren et al. [17] proposed to use a tablet as a public dis-
play to provide awareness for the activity of persons working on
their smartphones. Ferdous et al. [10] proposed to use personal
devices as a combined shared display to support interactions and
conversations at the family dinner table. To support conversations
between strangers, Nguyen et al. [21] proposed to display potential
conversation topics of mutual interest through HMDs.

Further approaches focus on managing the time users focus
on their mobile device. Lopes-Tovar et al. [16] propose to assess
the importance of notifications and whether the user needs to be
interrupted. As another approach, Eddie et al. [9] present a solution
that proactively interrupts users to discourage excessive mobile
phone usage during conversations.

2.3 Zero-Query Search
To reduce the time needed to retrieve data, zero-query search has
been proposed as a proactive mean to retrieve necessary informa-
tion [26]. Such systems use contextual cues such as location, time
or usage history to retrieve and proactively present information to
the user. In recent years, zero-query search based systems such as
Google Now or Microsoft Cortana were broadly implemented in
consumer devices. This was accompanied by a stream of research fo-
cusing on how contextual cues can be used to derive search queries
and when they should be presented to the user [28, 32].

Building on the concept of zero-query search, ambient voice
search [25] supports users in a conversation scenario by providing
relevant information to all participants of the conversation on a
public display. This allows users to interact with the information
through direct (touch) interaction on the display. Focusing on col-
laborative idea generation, Andolina et al. [1] presented a similar
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system to support users through displaying related keywords based
on the topics of their conversation.

2.4 HMD Interfaces in Social Interaction
Head-mounted displays are a promising technology for immediate
and direct interaction with information; interweaving augmented
digital information with the physical reality. Despite all benefits,
research showed that the use of such interfaces introduces problems
in social interactions: The form factor of HMDs, as well as the
private experience of the presented interfaces, can have a negative
impact on attentiveness, concentration, and eye-contact, and, thus,
lead to less natural conversations [8, 19].

While we believe that some of the problems will be solved
through technological advances (e.g., better eye contact through
less bulky devices), other problems are inherently connected to
the use of HMDs. However, Koelle et al. [13] showed that, among
others, the usage for specific tasks and the offering of awareness
to “communicate the intention of use” help to build interfaces that
overcome the presented drawbacks.

3 EXPLORATORY STUDY
We conducted an exploratory study to gain insights into the design
of a user interface to support conversations. More specifically, we
investigated the following research questions:

(1) How can a system effectively support information retrieval
in co-located conversations?

(2) What are the requirements for the user interface of such a
system?

We invited 7 participants (4 male, 3 female, 30 years in average)
for individual semi-structured interview sessions. No compensation
was provided.

3.1 Design and Procedure
We defined five different conversation scenarios (S1-S5) as starting
points for the brainstorming sessions. Based on [7, 22], the five
scenarios were designed to include a wide variety of circumstances
of conversations in terms of (1) location, (2) objectives and (3) mood
of the participants as well as (4) different relationships.

S1: Consultation A conversation between persons with dif-
ferent levels of information and understanding of a problem
space, e.g., a medical consultation.

S2: Meeting A conversation between peers with the same level
of information, e.g., a meeting between coworkers.

S3: Authority Gradient A conversation between personswith
different levels of information and an authority gradient, e.g.,
an instructor teaching a trainee.

S4: Informal Talk A conversation between peers in an infor-
mal setting, e.g., friends at a bar.

S5: Different Intentions A conversation between personswith
different intentions, e.g., a sales meeting with an estate agent.

Memorizing the positive and negative extremes of experiences
is often more viable compared to usual incidents[27]. Therefore,
we asked participants about their positive and negative memories
on information retrieval in the respective scenarios, focusing on
problems with the current systems. If participants did not have

specific experiences in the respective scenario, we skipped this
scenario. The study lasted around 2 hours per single-user session.
For data gathering, we recorded the sessions.

3.2 Results
We analyzed the recorded sessions using an open coding approach
and selected salient quotes for further analysis. In the following,
we present the results of our study with respect to our research
questions.

In general, all participants stated that they currently use mo-
bile information retrieval in conversation scenarios. When asked
about the kind of retrieved information, we found that participants
primarily looked up unknown terms or abbreviations, factual in-
formation from public sources and personal information such as
appointments or e-mails. From the participants comments, we iden-
tified three main requirements for the design of an user interface
to support information retrieval in conversations.

R1: Unsolicited and Real-Time Service In the study, partic-
ipants stated that the shame of nescience is one of the major
reasons for information retrieval using personal devices in
all of the discussed situations. This includes not only formal
situations but also informal talk with friends. P4 said: “If I
think that it’s too easy or I don’t listen to something, I won’t
ask anybody because it’s embarrassing”, P7 added: “I don’t
ask other people because of shyness”. As another reason, we
found that participants remembered multiple situations in
which fast and immediate retrieval of relevant information
was necessary for the continuation of the conversation. Par-
ticipants stated that breaks during the conversation, caused
by the necessity for information retrieval, were “really up-
setting” (P4). Additionally, the interviews showed that infor-
mation should stay available for immediate re-retrieval as
the same information might be needed again within short
time frames.
To support the presented situations, a system should provide
direct and unsolicited service to all participants without
the need to explicitly ask for information. The information
should be available in a real-time (i.e., available at the right
moment) and time-varying (i.e., available as long as needed)
fashion.

R2: Supporting Fluid Transition and Re-Engagement We
found that participants have the feeling that they spend
a significant amount of time for information retrieval in
conversations which “leads to missing other parts” (P2) of
the conversation. This even led participants to refrain from
searching (P2, P5) in multiple situations. Participants felt that
the time spent on the mobile device caused them to “lose
connection” (P3) to the actual conversation because their
focus shifted towards the interaction with the device and the
retrieved information. Participants named other instances
(such as having to leave to room) that caused them to loose
the connection to the topics of the conversation and, thus,
forced an immediate re-engagement process after returning
to the conversation.
Therefore, a system should provide means for a fast and
easy transition between information retrieval and the actual
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conversation to prevent users from losing the connection.
In case of inevitable disruptions, the system should support
the user in the re-engagement process.

R3: Selective Sharing from the Public-Private Informat-
ion Spectrum In the analysis, we found sharing of the re-
trieved information with other participants of the conversa-
tion to be cumbersome. The retrieved information is only
available on the personal device of the retrieving user and,
thus, shared through sharing the complete device by handing
the mobile phone to someone. Participants felt “uncomfort-
able” (P3) doing this, not only in formal but also in more
intimate situations. Besides privacy issues, participants re-
called multiple situations (particular regarding S1 and S5)
where this turned out to be frustrating for users because of
the limited screen space.
Thus, a system should support 1) selective sharing of specific
contents and 2) collaborative interaction with information
in a large shared information space.

4 CLOUDBITS: CONCEPTS AND PROTOTYPE
Based on the findings from the exploratory study and the related
work, we designed the CloudBits concepts and prototype imple-
mentation.

4.1 Augmented Zero-Query Information Bits
for Unsolicited and Real-Time Service

We designed CloudBits as an augmented reality system for HMDs
that supports users through small bits of information. To fulfill
requirement R1, these information bits appear in real-time and
time-varying to support the current context of the conversation
and are visualized as drops, depicting a preview image, falling from
the metaphorical cloud above the users (cf. Fig. 2 b). Information
bits exist in a shared information space, i.e., position and movement
of information bits is synchronized between the users. Thus, the
information bits appear on the same real-world coordinates but
rotated towards each user, allowing users to naturally refer to their
positions (Look, there!, cf. Fig. 2 a). If interested, users can interact
with the information bits or just let them drop slowly to the ground.
Once an information bit hits the ground and, thus, it’s lifespan is
over, it disappear without further interaction from the user.

To that end, CloudBits unobtrusively transcribes conversations
in the background through several microphones and a voice recog-
nition system. Based on the transcribed text, the ambient voice
search engine deduces topics of the conversation. CloudBits uses
those topics as zero-query search terms to proactively retrieve in-
formation for the users from public (e.g., map data, websites) and
private (e.g., e-mail, calendar) information sources. The individual
spawn position of the information bits is calculated to be in the
peripheral vision of the users in order to lessen the visual clutter
and the imposed distraction [14].

4.2 Supporting Fluid Transition between Focus
and Context

To support the fluid transition between the conversation and the
process of information retrieval as is R3, we propose CloudBits as

a focus+context [4] approach for interaction with information in a
conversation setting.

While the conversation is the focus of the user, CloudBits pro-
vides context through small information bits visualizing the course
of the conversation. Vice versa, when interacting with information,
CloudBits becomes the focus of the user. In contrast to informa-
tion retrieval using a mobile device, the augmented reality nature
of CloudBits still allows visual participation in a conversation as
context as the other persons of the conversation are still in the pe-
ripheral vision. The tight integration and synchronization of Cloud-
Bits with the conversation allows for a fast and easy transition
of the focus between the actual conversation and the information
retrieval.

The presented focus+context nature of CloudBits supports users
in re-engaging with the content of the conversation through the
always available context of the conversation. Furthermore, the
important information bits are pinned in the information space and
always accessible just through small looks.

4.3 Immediate Interaction with Information
We developed a set of interaction techniques that allow for easy
and immediate interaction with the information. All interactions
are shared between the users, i.e., if one user changes the position
of an information bit or shows it’s content, this is visualized for
all users. This provides mutual awareness as users can understand
(1) other user’s interactions with the system and (2) the context
of their interactions as they can also see the information they are
interacting with.

We opted to use mid-air gestures for interacting with the sys-
tem as such interfaces allow to avoid retrieving and focusing on
secondary devices and provide natural and direct interaction with
the content [31].

Grab & Move Users can grab (cf. Fig. 2, b) information bits
and drag them from the stream of falling bits. Bits can be
freely moved around in the real world.

Grab & Pin Interesting information bits can be kept for future
access through pinning them to a real world position. Pin-
ning is initiated by moving an information bit to the desired
position and releasing the Grab & Move gesture. Users can
unpin an information bit through tapping.

Grab & Throw When no longer needed, users can discard in-
formation bits by grabbing and throwing them away.

Grab & Show To access the content of an information bit,
users can unfold it through dragging the information bit
into the center of their vision and opening the hand with the
palm facing upwards (cf. Fig. 2 b,c). Similar to the individ-
ual bits, the expanded information is presented at the same
world coordinate but individually rotated towards each user.
To close information bits, user’s can perform the reversed
gesture.
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Figure 2: The interaction techniques of CloudBits: Users can (b) grab&move information bits freely in the space. To access
information, users can grab an information bit and (c) open the hand with the palm facing upwards. Private information bits
can (d,e) be shared with other users through grabbing and moving them towards another user. The color encodes if they are
public or private.

4.4 Selective Information Sharing from the
Public-Private Information Spectrum

To fulfill requirement R3 and to overcome the privacy issues of
information sharing on personal smart devices [12] and in tradi-
tional ambient voice search systems, CloudBits supports private
information that is only visualized for the respective user. Users
can distinguish private and public information through a color cod-
ing (private orange, public blue, cf. Fig 2 d,e). Private information
bits provide the same interaction techniques as outlined in the last
section. Additionally, private information can be selectively shared
with other users by grabbing the information bit and moving it
towards another user, resembling the natural gesture of handing
an object to another person.

4.5 Prototype Implementation
We built the CloudBits prototype upon the implementation of an
ambient voice search engine presented in [25]. Our system im-
plementation is based on two main components: (1) a centralized
server and (2) a client visualization application for the HMDs.

The centralized server receives the topics from the ambient voice
search engine. The server then orchestrates the spawn positions of
information bits in world coordinates and distributes those to the
client applications.

We implemented the client application for theMicrosoft HoloLens
using Unity3D. All interactions from users are synchronized with
the centralized server in real-time (delay <0.2s, 20 fps) and, in the
case of public information bits, broadcasted to the other connected
clients.

5 EVALUATION
We conducted a controlled laboratory experiment to investigate
how CloudBits supports co-located conversation scenarios. In par-
ticular, we focused on if and how

(1) people leverage the surrounding space for acquiring and
interacting with information,

(2) CloudBits provides mutual awareness of activities and eases
the (re)-engagement into the conversation and

(3) CloudBits enables selective sharing from the private-public
information spectrum.

For this, we recruited 12 participants (P1-P12: seven female, aged
between 25 and 35 years) in six groups of two persons each. The two

person pairs knew each other before in order to simulate conversa-
tion and collaboration in real-life situations. We choose participant
pairs with different relationships: work colleagues, close friends
and spouses. None of them had prior experience with augmented
reality glasses. We chose a within-subject design. No compensation
was provided.

5.1 Design and Task
Inspired by the study design of [15], the overarching goal for the
participants in the study was to collaboratively plan a vacation trip.
We designed the scenario to require participants to search, explore,
and share both private and public information with their partners.

We tested CloudBits and information retrieval via smartphones
as two conditions. In both conditions, we gave the participants
the destination name, the available budget and a list of tasks. We
provided the participants with all tasks upfront and they where
free to choose the order of processing. We asked the participants
to note down their decisions on a provided paper. The four tasks
were:

Task 1 required participants to agree on the departure date
and length of the trip by reviewing their personal calendars
and finding possible time slots.

Task 2 required participants to agree on a flight for their trip
based on the selected dates and the price. Therefore, partici-
pants had to check the offers they personally received from
their travel agencies via email.

Task 3 required participants to select a hotel based on their
budget, the location of the hotel and online reviews. Fur-
thermore, both participants received personal e-mails with
suggestions from friends who traveled to the destination
before.

Task 4 required participants to select a restaurant for the first
evening based on location, reviews and the type of food they
serve.

To understand if and how CloudBits supports (re)-engagement
in the conversation, we imposed interruptions in both condition to
interrupt the discussions and distract the participants from their
current tasks. We realized the interruptions through faked techni-
cal problems. After five minutes, we pretended to have fixed the
problems and asked participants to continue from where they left
off.
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Figure 3: The setting of the study. Participants were free to choose a spatial arrangement for both, the CloudBits (a) and the
smartphone (b) condition.

5.2 Study Setup and Apparatus
We used the prototype application as presented in section 4.5 de-
ployed to two Microsoft HoloLens devices. For the smartphone
condition, we used two Google/LG Nexus 5X devices.

We opted for a Wizard-of-Oz [6] styled study to have full con-
trol on when and what the participants saw during the study and
to eliminate system errors. Therefore, we implemented a wizard
application that allowed us to prepare information bits upfront and
to send them on demand to the individual participants.

Similarly, we prepared the smartphones used by the participants
during the study with the content (such as e-mails and calendar
entries) that they needed to complete the tasks.

We videotaped the sessions with an external camera and, for the
CloudBits condition, recorded the individual views of the partici-
pants through the HoloLens “Mixed-Reality Capture”. This allowed
us to record the participants view into the real world together with
the augmented information bits. We concluded the study with a
semi-structured interview. We analyzed the data from the study
using an open coding [29] approach.

5.3 Procedure
We counterbalanced the order of the two conditions by randomly
assigning the starting condition to the participant pairs. We further
changed the destination and date of the task to avoid learning
effects between the conditions.

After welcoming, we introduced the participants to the setup of
the study. We gave them 15 minutes to acclimatize to the HoloLens
and it’s general interaction and visualization techniques.

For the smartphone condition, we handed them the two prepared
smartphones and informed them about their task. For the CloudBits
condition, we observed the conversation of the two participants
and sent them appropriate information bits during the study.

After both conditions, participants took a five-minute break. We
concluded the experiment with a semi-structure interview focusing
on their overall opinion about the CloudBits concept and the dif-
ferences between the tested conditions. The experiment took 180
minutes per participant pair.

6 RESULTS
In the following section, we report on the results of the evaluation
with respect to the research questions presented above.

6.1 Spatial Arrangement and Use of the 3D
Space

The participants highly appreciated the general idea of in-situ con-
versation support through augmented information bits. Particularly,
the possibility for an individual arrangement of information bits,
visualized in a shared 3D space, was received enthusiastically. We
found that most participants used the complete available (∼ 30
square meter) space to sort the information and that they used all
available dimensions (top/down, left/right and front/back). Nine
participants expressed their satisfaction of using a wide space or
even the whole room as an information space. P6 commented:
“Comparing to the mobile scenario, where the information space
is restricted to a very small screen, CloudBits big scene filled with
information is extremely desired.”

The human capabilities allow the creation of a cognitive map
that contains relative positions and orientations of objects[18]. This
so-called spatial memory allowed participants to place, arrange and
relocate information bits naturally. P8 compared this to pervasive
work practices for knowledge workers on desks: “It is like... I could
arrange my documents on desktop and easily memorize where to
find them. However, doing that in 3D is much more fun.” P10 added:
“I can easily categorize the retrieved information in space. Since the
arrangement is personally customized, I can immediately remember
where is what.” The participants used this shared augmented infor-
mation space to refer to information bits through natural gestures
such as pointing and looking (cf. Fig. 3, c). P10 commented on this:
“I just accidentally pointed at the information and said Look there!.
It was amazing that my wife could also see the same information
on the same place and understood what I meant.”

Participants found that the smartphone condition required con-
stant focus switches between different information sources on the
smartphone and between the smartphone and the actual conversa-
tion and, thus, constant re-engagement. P3 commented: “When I
need to search for information, using the mobile phone required
me to constantly switch my focus from one application or piece of
information to the other. So I will lose detail of one information
when I switch to the next and need to repeatedly do the switching.”

In comparison, CloudBits allowed the participants to “see more
information at a glance” (P7) while still being able to focus on the
actual conversation, supporting the focus+context nature CloudBits.

6.2 Working and Storage Zones
Participants used different spatial configurations to sort and cat-
egorize information bits. The spatial arrangements were created
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Figure 4: Spatial arrangement of shared information in the study. Participants divided the information bits into working (W)
and storage (S) zones based on their current task.

collaboratively in an on-demand manner. While the participant
groups created individual categories for categorization, we found
that participants across all groups divided information bits into

Working Zones containing the information bits that partici-
pants were actively using for their current task.

Storage Zones containing the information bits not used at
that time, but that participants kept for later use.

While the spatial layout of these zones differed over all partic-
ipant groups (cf. Fig. 4), the usage of those zones was consistent
over all participants.

The participants’ tasks required them to make decisions and
re-retrieve this information later on. Participants used the storage
zones to pin relevant bits for later use while explicitly removing or
letting fade out unused information bits. Five participants pointed
out that they found CloudBits pin concept “very intuitive” (P2, P6)
as “"when I pin my to-do post-it on the kitchen board"” (P2).

In the smartphone condition, participants reacted to the require-
ment to keep information for later access with different techniques:
Participants wrote the information down on paper or created screen
shots on the smartphones. P12 commented on the problems: “I need
to browse and remember which snapshots are relevan as they look
all similar and include a lot of text.”

6.3 Awareness
We found that participants followed the actions of their partner
through brief glances at their actions. In the following interview,
all participants reported that they could gain insights about the
current state of the work of their partner. P8 explained that “While
using CloudBits, I was really happy that I could see what my partner
is looking at and interacting with.”

Our observations showed that the missing awareness in the
smartphone condition caused a management overhead in the con-
versation. Participants were forced to give regular updates about
their current actions and whether they were ready to continue the
conversation with regard to the content. P3 described the problems:
“We both wanted to search [...] each using our own mobile devices.
[...] when I was still in the search process, she found her desired
answer and started speaking about the next step we needed to do.
But I was still engaged with the searching process of the last needed
information piece and could not get what she was talking about.”

6.4 Supporting (Re)-Engagement
During both conditions, we enforced a distraction through faked
technical problems in the study setup. After five minutes, we told
the participants to continue from where they left off.

From our observations and the participants’ comments, we found
that CloudBits provided them with means for easy and fast re-
engagement. After the break, we observed that participants started
the re-engagement process in the CloudBits condition by looking
around the room and using the information bits to get back to the
conversation. We found that participants used both, 1) the falling
information bits (covering the latest topics of the conversation)
as well as the pinned information bits in their working zones to
re-engage with the conversation. During the interviews, seven
participants explicitly appreciated that the necessary information
to re-engage was directly available without the need to interact.

In contrast, our observations and comments from the partici-
pants clearly showed that the smartphone condition did not provide
sufficient support for re-engagement. P4 said that “If I loose my
attention to the topic of conversation, I need to concentrate for
a while in order to be able to switch back to the topic, using my
mobile phone does not help at all and might be even more distract-
ing”. P10 added “I usually have lots of open information tabs on my
mobile device which needs to be browsed to skim them but I am
not able to immediately remember where I have stopped.”

6.5 Selective Sharing from the Public-Private
Information Spectrum

All participants showed enthusiasm regarding the possibility to
access both, public and private information, in a shared workspace
at the same time. When asked for the reasons, participants reported
that this enabled them to selectively share information without
the need to share the complete device. P9 explained: “CloudBits let
me share a part of the information which needs to become public
[...]. I always have concerns about other persons having access
to all my data while sharing information with others through my
mobile phone.” P10 further added: “I really did not want to share
my personal device to my partner, but it was also kind of impolite
to ask him to search for the same information himself. This meant
I have no trust in you or I do not want to help you.”

Participants did not mix public and private information in the
same zones (cf. Fig. 5). In particular, participants chose spatial ar-
rangements to keep private information bits far apart from the
shared work zones. We observed two basic patterns for the spatial
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Figure 5: Spatial arrangement of public (W,S) and private (P1,
P2) information in the study.

arrangement of private information: Half of the participants posi-
tioned private information bits close to themselves (cf. Fig. 5 P1),
while the other half of the participants moved them to a unused
space preferably far away (cf. Fig. 5 P2).

While we did not impose any restriction on the physical arrange-
ment of the participants in the room, we found that participants
chose different arrangements for the conditions to support the
process of information sharing. In the CloudBits condition, all par-
ticipants arranged themselves in a face-to-face setting (cf. Fig. 3 a).
The interview revealed that this provided them with a comfortable
position for the conversation and shared information access and,
further, gave them the necessary space to perform mid-air gestures.

In the smartphone condition, we found two different approaches
for the spatial arrangement to support information sharing: Three
pairs constantly changed their position between face-to-face for
individual work and side-by-side for sharing information through
each other’s smartphone screen (cf. Fig. 3 b). The other three pairs
stayed in a face-to-face arrangement during the whole session and
tried to exchange the found information orally.

Comparing both conditions, participants commented that infor-
mation sharing felt more immediate and efficient in the CloudBits
condition. P5 explained: “Similar to the real world, sharing informa-
tion using CloudBits occurs by just naturally changing the virtual
position of the information to where my partner is. This experience
reminds me exactly to when I pass a physical object to someone to
share it.” P8 added that “CloudBits information sharing saves the
effort currently is needed [...] to share [...].”

7 GUIDELINES AND LIMITATIONS
We strongly believe that our results help to answer fundamental
questions related to the user interface design of conversation sup-
port systems. Therefore, we propose the following guidelines for
the design of user interfaces for conversation support systems:

Leverage the Surrounding Physical Space for categorization
of and interaction with the information.

Provide Means for Fluid Transition and Re-Engagement
to support mutual awareness of activities and to ease the
transition between information retrieval and the conversa-
tion.

Support Selective Sharing from the Public-Private Infor-
mation Spectrum for privacy-preserving sharing of private
information without the need to share the complete device.

Our current implementation and the results of our evaluation
also impose some limitations and directions for further research:

Scope of the Study Due to theWizard-Of-Oz style of the study,
we had to closely confine the scope of the study in terms of
scenario and relationship. Thus, a larger scale study in the
wild could provide further insights into the problem domain.

Multi User Support The presented concepts focus on 1-on-1
collaboration scenarios. In the future, we plan to explore on
how those concepts can be transferred to bigger groups.

Interaction in the 3D Space Themain focus of the studywas
on the evaluation of CloudBits. During the study, we found
multiple interesting starting points for further research on
how people use a shared 3D information space to arrange
themselves and information spatially.

8 CONCLUSION
We presented an exploratory user study investigating the problem
space of zero-query based conversation support. Based on the find-
ings, we designed CloudBits and it’s prototype implementation.
We evaluated our concepts in a qualitative lab study and presented
guidelines for the design of user interfaces for conversation support.
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